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Abstract
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Introduction
The companies in information and communication 
technology (ICT) services industry play  
an essential role in the economic environment 
as they have a significant impact on social  
and economic development. They change not only 
the interpersonal relationship but also the way  
the other industries do their business. As mentioned 
by Vanek et al. (2011), ICT development is driven 
by high dynamics that can even be surprising  
in many ways. The fast development of information 
and communication technologies lead to changes  
in job demand, roles, and general growth within 
the sector. According to Krausová (2018),  
the ICT sector is considered to be specific, as it is 
currently the driving force behind the development 
and growth of the economy, and at the same time 
represents a tool for transforming the traditional 
functioning of the society. That is why it is necessary 
to study the financial health of these companies  
and this way also the probability of bankruptcy  
of these companies. 

Companies bankruptcy prediction is an ever-
growing process of interest to investors or creditors, 
as well as borrowing institutions. As mentioned  
by Chaudhuri and Ghosh (2017) timely recognizing 
the companies´ moving toward failure is often 
desired. Bankruptcy can be considered as the state 
where the company is not able to satisfy the debts 
and requests of the court of low to restructure its 
debts or liquidate its assets. A timely prediction can 
help to evaluate risks in order to prevent bankruptcy. 

Business bankruptcies are an essential part  
of everyday economic life. They happen every 
day around the world. At present, setting up their 
own business is not complicated and very costly, 
and therefore it is established in Slovakia only  
on average 18 500 per year. For this reason, 
it is crucial for the business itself to monitor 
its financial health and credit risk. Identifying  
and quantifying credit risk is essential in increasing 
the effectiveness, accuracy and consistency of risk 
management. It is a direct asset not only in credit 
approval but also in credit management, risk-based 
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valuation, loan secularization and loan portfolio 
management. 

Credit risk belongs to a group of fundamental 
financial risks that have a decisive impact  
on the success of various institutions. It is based 
on the uncertainty as to whether the counterparty 
will repay its (financial) liabilities promptly 
and at a fair amount, either due to inability  
or unwillingness to repay. It arises in the provision 
of loans, bank guarantees, project financing  
or investment transactions in financial derivatives. 
All transactions that are expected to be fulfilled  
at some stage (both financial and non-financial) 
from the external environment are subject to credit 
risk. This type of risk is the greatest risk for a bank  
in providing loans to other entities. For this reason, 
it is crucial for the bank to examine in detail  
the financial situation of the company, which plans 
to grant credit by analysing the financial health  
of the companies. 

Evaluating the financial health, credit risk  
and determining the likelihood of bankruptcy is 
important for all sectors of the national economy, 
not just only for loans, but also for obtaining 
various state or EU funds and contracts. These 
funds and contracts are provided only to financially 
health companies that are not at risk of bankruptcy. 
A significant volume of grants is also intended 
for agriculture and forestry. Almost all support 
in Slovakia comes from the Rural Development 
Program, which invests in primary agricultural 
production, young farmers, construction of forest  
roads, purchase of forestry technology and much  
more. For this reason, it is very important  
for farmers and their strategic decision making  
and for policy makers to monitor their financial 
health. Various authors around the world address 
this issue within the agro-sector. 

As mentioned by  Kiaupaite-Grushniene (2016) 
the evaluation of financial health of agricultural 
enterprises is a important topic not only  
from an investor, but also from government  
and owner point of view. After accession  
to European Union, farmers are receiving 
significant subsidies from European and national 
budget, and those subsidies are intended to be 
provided only to financially healthy enterprises  
with future perspective of their sustainable economic 
performance. Therefore, there is a need to know 
how to distinguish te well performing companies 
from those who face the financial problems. 

The question of financial healt of agricultural 
companies is also analysed by Zhao et al. (2008), 
who pointed to the fact that signalising of financial 

problems is an important element in the lender-
borrower relationship that influences the cost  
and availability of debt capital, mostly from banks 
or from government, to agricultural borrowers. 
Therefore it is necessary to analyse the level  
of credit risk and the probability of bancrupty also 
in the companies from agricultural sector. 

In Lithuania, Jedin and Stalgienė (2018) presented 
the likelihood of the Lithuanian family farms 
bankruptcy based on the economic size and type 
of farming by analysing financial indicators  
of farms. They used farm-level panel data  
for the year 2014-2016 from Farm Accountancy 
Data Network (FADN) and their research showed 
that more than 40% of small dairy farms had  
the high likelihood of bankruptcy in the year  
2015-2016, as well as 30% of medium and large 
cereals, oilseeds and protein crops farms in 2016. 

Specific credit scoring model for agricultural loan 
portfolio, which reflects major risk characteristics 
of Indian agricultural sector, loans and borrowers 
and designed to be consistent with Basel II, was 
developed by Bandyopadhyay (2007). In this study 
he shown how agricultural axposures are typically 
can be managed on a portfolio basis which will 
not only enable the bank to diversity the risk  
and optimize the profit on the business, but also 
will strenghted banker-borrower relationship  
and enables the bank to expand its reach to farmers 
because of transparency on loan decision making 
process. 

In US Breer et al. (2012) analyzed the probability 
of default for USDA Agriculture Resource 
Management Survey (ARMS) farms over time. 
They used a synthetic credit rating model to predict 
the probability of default for each ARMS farm 
sampled. The farms are classified according to farm  
type, gross sales class and by region to assess  
the financial health of each sector. Results of these 
analyses provide insights into which farms may 
be under financial stress and whether those farms 
under stress have common characteristics.

Within the Czech Republic Karas, Režňáková  
and Pokorný (2017) dealt with the issue of predicting 
bankruptcy of agricultural companies, who analysed 
the current accuracy of four traditional bankruptcy 
prediction models (a revised Z-score model, 
Altman-Sabato's model – the version with unlogged 
predictors and the version with logged predictors, 
model IN05) in the field of agriculture. Their 
results showed that these models are less accurate  
in this field in comparison with the original results  
and state, that this motivates the effort of deriving 
new models that would be specially developed  
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for agriculture business.

Currently, there are several models based  
on which a bank can determine whether a borrower 
is financially healthy or on the verge of bankruptcy. 
Financial health is a characteristic of the financial 
condition of those companies that show favourable 
proportions between the various aspects of their 
finances. A financially healthy company does 
not show any signs of jeopardizing its continued 
existence; from its condition, it can be assumed 
that it will not be insolvent in the near future. 
Indeed, such an undertaking shows sufficient 
profitability and adequate coverage of the risks  
of indebtedness. Based on several methods, such 
as Altman's Z-score, Kralick's Quick test, Beaver's 
model, IN indices, according to the achieved values  
of companies are classified into three zones, namely 
the zone of financial health, so-called grey zone 
and bankruptcy zone. These methods are called 
bankruptcy and creditworthy models. 

According to Kotulič et al. (2007), models based  
on empirical-inductive indicator systems are used 
to predict the financial distress of an enterprise, 
using, in particular, the following methods:

	- one-dimensional discriminatory analysis 
- mathematical-statistical method, which 
predicts the financial distress of a company 
using a single indicator (e.g., Beaver's 
model);

	- multidimensional discriminatory analysis 
- also a mathematical-statistical method 
which predicts financial distress using a set 
of multiple indicators, with different weights 
assigned to these indicators (e.g., Altman's 
Z-score, IN indexes);

	- scoring method - predicts the financial 
development of the company using scales, 
which are usually determined by expert 
methods (e.g. Kralick's Quick test).

One of the most frequently used traditional models 
is Altman's Z score (Altman, 1968), which belongs 
to the group of multidimensional bankruptcy 
models. This test is based on empirical data  
on failed companies over the past five years before 
bankruptcy and data for successful companies over 
the same period. Subsequently, he used Multiple 
Discriminatory Analysis to determine the ratios 
that characterize both the current financial situation  
of the companies and their development.  
The essence of this analysis is to find a 
linear combination of indicators that best 
distinguishes companies from bankruptcy and 
prosperity. One of the strengths of this model 

is that it allows for simultaneous consideration  
of several financial variables on the purpose  
of developing a bankruptcy prediction model. Also, 
it highlights factors contributing to a company’s 
financial health and uncovers emerging trends 
that indicate improvements or deterioration  
in financial condition. On the other hand, the test 
uses unadjusted accounting data - it uses data 
from relatively small firms, and it uses data that is 
around 60 years old, or the test's predictive ability 
dropped off considerably from there with only 72% 
accuracy two years before failure, down to 48%, 
29%, and 36% accuracy three, four, and five years 
before failure, respectively.

Beaver was one of the first authors, who analyse 
the company's financial health. His model is called 
the Beaver's model (Beaver, 1966), and it is based 
on the one-dimensional discriminatory analysis. 
The main disadvantage of this type of models is  
the fact that the same company can be included 
in the group of financially healthy, but also  
in the group of companies in financial distress based 
on different indicators. The authors try to solve 
this shortcoming by using the above-mentioned 
multidimensional discrimination analysis.

The last traditional model that we are going  
to mention belongs to the third group of traditional 
models used to assess the financial health  
of the company, namely Kralick's Quick Test 
(Kralicek, 1993). This model is often used mainly 
in Europe, and it is a kind of transition between 
one-dimensional and multidimensional models.  
From each significant area of analysis, such  
as stability, liquidity, profitability and economic 
outcomes, he used one selected indicator  
and created a point scale. The final score  
for the entire test is calculated as the average  
of the marks achieved for each indicator.

The main disadvantage of the all mentioned 
models is that the connection between the value  
of financial ratios of bankrupt and likely will change 
over time as obsolete and outdated. They need  
to be redesigned to the current economic situation,  
and each country should modify main models to its 
own conditions.

Many authors have applied these mentioned 
traditional models in their research. Some  
of the authors also modified them, such as Káčer 
et al. (2019), who investigated the classification 
performance of the re-estimated Altman's Z-score 
model for a large sample of private SMEs  
in Slovakia. They have found that even though 
the model with re-estimated coefficients achieves 
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better discrimination performance, it is not 
statistically different from the revised Z-score 
model. Altman's Z-score was compared with other 
models, for example, Boďa and Úradníček (2019), 
who compared it with CH-Index and G-Index, 
Ékes a Koloszár (2014) compare it with logistical 
regression and neural networks or Vavřina et al. 
(2013) with logit models, DEA and production 
function-based economic performance evaluation. 
The approach of one-dimensional discriminatory 
analysis through Zmijewski's X-score have 
examined, for example, AlAli et al. (2018).  
The results obtained from this study have shown 
that companies working in that sector tend  
to have a healthy financial position, and they are  
on the safe side when it comes to bankruptcy 
risk. Husein, Pambekti (2014) or Aminian et al. 
(2016) have analysed the accuracy of the model  
of Altman's Z-score, Springate model, Zmijewski's 
X-score, and Grover model as the best predictor 
of financial distress. The results of first mentioned 
authors have shown that the model of Zmijewski's 
X-score is the most appropriate model to be used  
for predicting the financial distress because it has  
the highest level of significance compared  
to the other models. Aminian et al. (2016) 
concluded that the Grover model (Grover  
and Lavin, 2001) compared to the models  
of Altman's Z-score, Springate model  
and Zmijewski's X-score have shown better results. 
Since investors are always looking for knowledge 
the suitable situation for investment, and managers 
are interested in assessing the weaknesses  
and future threats and taking the necessary decisions 
in the face of these threats, they have suggested that 
the use of the Grover model as a tool for predicting 
bankruptcy or continuity of the companies  
and accordingly to make rational decisions.

However, these methods are outdated, and therefore 
scientists are trying to apply alternative methods 
that could better reflect the situation of the company 
in the current conditions. The multidimensional 
business performance environment is very 
attractive for the application of methods such  
as Data Envelopment Analysis (DEA), which 
takes into account both quantitative and qualitative 
information in the analysis. Data Envelopment 
Analysis is used to evaluate the technical efficiency 
of homogeneous units (Decision Making Units 
– DMU). It is a non-parametric method which 
belongs to a group of mathematical methods 
based on linear programming. This method aims 
to divide the surveyed objects into efficient  
and ineffective according to the size of inputs 
consumed and the number of outputs. DEA 

compares these objects to the best one.

The basis of DEA models is the so-called  
production–possibility frontier that is made  
up of all acceptable combinations of inputs 
and outputs. This frontier is determined  
by the production possibility curve, which 
determines whether or not the investigated 
unit is effective. The unit is effective if it lies  
at the production possibility curve. If it does not lie 
on this border, it is inefficient, and it is necessary 
to adjust the size of its inputs or outputs. By using 
DEA models, we can determine how to adjust these 
inputs or outputs in order to become an effective 
unit. Another basic term when using DEA is  
a Decision-Making Unit (DMU), which means  
the subject being evaluated in which  
the transformation process is taking place  
- the process of converting inputs to outputs.

DEA models can be classified according to different 
aspects:

	- depending on how many inputs and outputs 
we are considering within the unit under 
review (evaluation of units with one input 
and one output, evaluation of units with two 
inputs and one output, evaluation of units 
with one input and two outputs, evaluation 
of multi-input and multi-output units);

	- according to the orientation of the model 
(input-oriented, output-oriented, non-
oriented);

	- depending on whether they are based  
on the Constant Returns to Scale (CRS) 
assumption, the known Charnes-Cooper-
Rhodes (CCR) model (1978), or the models 
based on the Variable Returns to Scale 
(VRS), e.g. Banker-Charnes-Cooper (BCC) 
Model (1984);

	- radial (CCR model, BCC model and radial 
DEA models to calculate the so-called super-
efficiency) and non-radial models (they 
monitor disproportionate changes in inputs 
and outputs for efficiency - ADD model  
of Charnes et al. (1985), Slack Based model 
(SBM) of Tone (2001)).

The most well-known scientist dealing  
with the application of DEA to various areas  
of the economy is prof. Paradi from the University 
of Toronto. This article will be based on his 2004 
publication. In Slovakia, Mendelová and Bieliková 
(2017) used DEA to assess the financial health  
of industrial enterprises in Slovakia and compare 
the results with logistic regression and decision 
trees, inspired this publication. 
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Table 1 shows an overview of the studies applying 
DEA to evaluate corporate financial health or credit 
risk. Beside studies mentioned in Table 1, there 
are also many studies dealing with application 
of DEA in other sectors of national economy, 
for example in agricultural sector. For example, 
Bányiová, Bieliková and Piterková (2014) used 
DEA approach for corporate failure prediction  
of the agriculture sector. Their findings demonstrate 
aspects of application alternative DEA approach 
as a corporate prediction tool, and the ways  
of identification enterprises with high chance  
of potential bankruptcy. 

Also Janová, Vavřina and Hampel (2012) also 
dealt with the issue of evaluating the financial 
health of companies through the DEA method, who 
discussed the possibility of application of recent 
results in DEA bankruptcy prediction models  
in a specific field of agribusiness. According  
to their results they concluded that the small test 
case study provides them with promising numbers.  
In their future research, further validation 
calculations using a larger dataset will be done. 

In studies from Table 1, the authors have used 
different types of DEA models, and also have 
chosen different indicators as inputs or outputs  
to the model. For example, Paradi, Asmild  
and Simak (2004) used a different combination 
of total assets, working capital, earnings before 
income, tax, depreciation and amortization, 
retained earnings, shareholders equity, total 
current liabilities, interest expense, cash flow 
from operations, the stability of earnings and total 
liabilities as inputs and outputs. Feruś (2008)  
as inputs set daily return indicator and total 
liabilities indicator, and as outputs set net profit 
indicator, return on assets, return on equity  
and liquidity ratio. Mendelová and Bieliková 
(2017) chose the most frequently used indicators 
in the DEA model. As inputs were set liquidity 3, 
level of net working capital, liquidity from cash 
flow, self-financing coefficient, EBITDA revenue 
share, return on assets, operating return on sales 
and financial return on assets and as outputs set  
the maturity of short-term trade payables, total debt, 
long- term debt, cost ratio of economic activity  

Name/s Year Country Model Aim of work Results

Paradi, 
Asmild, 
Simak

2004 Kanada BCC To introduce the concept of worst 
practice DEA, which aims  
at identifying the worst performers 
by placing them on the frontier.

The results of the empirical application on credit 
risk evaluation validate the method.

Feruś 2008 Poland basic DEA A new procedure of forecasting 
credit risk to companies in the 
Polish economic environment.

The DEA method facilitates forecasting financial 
problems, including the bankruptcy  
of companies, in Polish economic conditions,  
and its efficiency is comparable to or even greater 
than that of the approaches implemented so far.

Sueyoshi, 
Goto

2009 USA DEA-DA Discuss methodological strengths 
and weaknesses of DEA and DEA–
DA from the perspective  
of corporate failure.

DEA is a managerial tool for the initial 
assessment of corporate failure and DEA is 
useful for busy corporate leaders and financial 
managers; in contrast, DEA–DA is useful for 
researchers and individuals who are interested 
in the detailed assessment of bankruptcy and its 
failure process in a time horizon.

Mendelová, 
Bieliková

2017 Slovakia ADD To present a new proposal  
for diagnosing the corporate 
financial health by DEA,  
to predict financial distress  
of Slovak manufacturing companies 
using the proposed procedure,  
and to assess the potential of DEA 
as a tool for predicting financial 
distress of the company.

The application of the proposed procedure 
to Slovak manufacturing companies and its 
comparison with the logistic regression model 
and decision tree show relatively satisfactory 
results of the proposed methodology in terms  
of correct classification of non-bankrupt firms.

Xin, Hoe, 
Siew

2019 Malaysia inverse-
like DEA

Propose a method framework  
to estimate operational efficiencies 
and potential income gains 
considering the credit risk  
for banks.

The potential income gain can be estimated  
by the proposed inverse-like model credibly.

Horvathová, 
Mokrišová, 
Vrábliková

2019 Slovakia CCR To find out which financial 
indicators of the company are key 
performance indicators.

This research confirmed the possibility  
of integrating BSC and DEA.

Horvathová, 
Mokrišová, 
Vrábliková

2019 Slovakia CCR To find out which financial 
indicators of the company are key 
performance indicators.

This research confirmed the possibility  
of integrating BSC and DEA.

Source: prepared by authors
Table 1: Overview of the studies.
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and interest cost ratio. As can be seen, all  
the mentioned authors used indicators that 
represent the main areas of company performance, 
namely, the area of liquidity, profitability, activity  
and indebtedness. In this paper, we will select 
indicators as inputs and outputs to the DEA model 
based on the procedure described in the following 
section.

Our contribution to the literature can be defined  
as follows. First, unlike most of the previous papers 
using one-year data, we focused on analysis ICT 
companies during the 2013-2017 period. Second, 
we do not apply the traditional models. However, 
we try to explore the possibilities of diagnosis 
corporate credit risk through Data Envelopment 
Analysis (DEA) method and design an appropriate 
model for the diagnosis of credit risk in the selected 
sample of companies.

Materials and methods
In this paper, we are going to use Data Envelopment 
Analysis method to evaluate the credit risk  
of selected companies. The selection of relative 
variables can be made based on a number  
of methods such as comparing box graphs, Mann-
Whitney test, t-test, correlation analysis, or this 
selection can be made based on expert knowledge 
of the model creator or comparison of financial 
ratios between groups of companies in financial 
health and financial distress. 

We have decided on the following procedure  
for determining inputs and outputs to the DEA 
model - inspired by Mendelová and Bieliková 
(2017):

1.	 multicollinearity elimination,
2.	 Mann-Whitney test,
3.	 find outliers,
4.	 distribution of indicators into DEA inputs 

and outputs.

According to Kassambara (2018), in multiple 
regression, two or more predictor variables might 
be correlated with each other. This situation is 
referred to as collinearity. Multicollinearity is 
an extreme situation, where collinearity exists 
between three or more variables, which means that 
there is redundancy between predictor variables. 
In the presence of multicollinearity, the result  
of the regression model is unstable. As mentioned 
by Kassambara (2018), multicollinearity for a given 
predictor can be assessed by computing a score  
by a variance inflation factor (VIF), which measures 
how much variance of the regression coefficient is 

inflated due to multicollinearity in the model.

Alin (2010) present the formula to calculate VIF  
for each variable:

	 (1)

Ri
2 is the coefficient of multiple determination  

of xi on the remaining explanatory variables.

James et al. (2014) stated that the smallest possible 
value for VIF is 1, which indicates the complete 
absence of collinearity. Typically in practice, 
there is a small amount of collinearity among  
the predictors. As a rule of thumb, a VIF value that 
exceeds 5 or 10 indicates a problematic amount  
of collinearity.

The second step is the application of the Mann-
Whitney test. The Mann-Whitney test, which 
is also known as the Wilcoxon rank-sum test, 
is a nonparametric test that allows two groups  
or conditions or treatments to be compared without 
making the assumption that values are normally 
distributed (Mann and Whitney, 1947; Wilcoxon, 
1945).

Hart (2001) summarized the important points:

	- The Mann-Whitney test is used as  
an alternative to a t-test when the data are 
not normally distributed.

	- The test can detect differences in shape  
and spread as well as just differences  
in medians.

	- Equally important differences in shape 
often accompany differences in population 
medians.

	- Researches should describe the clinically 
important features of data and not just quote 
a P-value. 

McKnight and Najab (2009) stated that  
the Mann-Whitney U is intended to determine 
if two groups (e.g. samples “a” and “b”) come 
from the same population (p), which is a null 
hypothesis significance test stipulating that both 
samples are subsets from the same population  
(i.e., H0: (a,b) p). To test the null hypothesis, 
we first combine observations from two groups 
into a single group and rank the scores from 1  
to N, where N is the total sample size (na + nb = N). 
After ranking, the procedure divides the rank scores 
by group and computes a sum score for each group 
(Ta and Tb).

 	 (2)
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The U statistic has a discrete or uniform distribution 
that provides us with the ability to define a critical 
value, assign a probability to that value, and then 
test the null hypothesis. A critical value represents 
a probability level (typically .05). If the U statistic 
is greater than the critical value, then we reject  
the null hypothesis with the inference that both 
samples do not come from the same population.

Within the third step, we want to find  
out the outliers. According to Bogetoft and Otto 
(2011), outliers are firms that differ to a large 
extent from the rest of firms and therefore may end  
up being badly captured by the model or having 
too large an impact on the model. Outliers are 
often thought to be particularly troublesome  
to DEA because an outlier helps to span the frontier  
and may have a significant impact on the evaluation 
of several other firms. 

The fourth step includes the distribution  
of indicators into DEA inputs and outputs. Financial 
indicators whose low value of the average indicates 
the company's financial problems in the future will 
be included in the group of inputs and financial 
indicators, whose high value of the average indicates 
the company's financial problems in the future, will 
be included in the group of outputs. In other words, 
the financial indicators that represent the financial 
strength and solvency of the company are selected 
for the inputs, and the financial indicators that 
represent the financial instability and insolvency  
of the company are chosen for the outputs.

After the mentioned steps, we apply the Data 
Envelopment Analysis to analyse the financial 
health of ICT companies. According to Mendelová 
and Bieliková (2017) construction, the production 
possibility curve consists of two steps:

	- The production possibility curve is 
constructed on the basis of a whole sample 
of n companies. In this way, we identify 
businesses that create the production 
possibility curve. These companies will 
be considered to have a relatively high 
probability of their future financial problems.

	- From the dataset, those businesses that 
formed the production possibility curve 
in the first step are omitted, and another 
production possibility curve is constructed 
again on such a reduced dataset. In this way, 
the negative impact of potential outliers is 
partially eliminated, and those businesses 
that create the production possibility curve 
at this stage are considered to have some 
probability of their future financial problems. 

However, this probability is relatively lower 
than that of those companies, that created 
the production possibility curve in the first 
step.

The authors used Altman´s (1968) identification  
of the resulting three zones in this model:

	- Financial Distress Zone: Contains companies 
that created the production possibility curve 
in step 1, i.e. companies with a relatively 
high probability of future financial problems.

	- Grey Zone: Contains businesses that created 
the production possibility curve in step 2, 
i.e., businesses with a lower probability  
of future financial problems.

	- Financial Health Zone: Contains companies 
that did not create a financial distress 
frontier in any of the previous two steps,  
i.e., financially healthy businesses.

We have decided that the ADD model for the VRS  
condition (Charnes et al., 1985) will be 
applied to quantify the distances of companies  
from the production possibility curve because 
it is not necessary to select the input or output 
orientation of the model. ADD model for the VRS 
condition for company o, o ϵ {1,…, n} is:

 	 (3)

where

n is the number of rated companies,
Xm×n is a matrix of m inputs of n companies,
Ys×n is a matrix of s outputs of n companies,
e´ is a row unit vector with all components equal 
to 1,
x0 is column vector m inputs of the company o,
y0 is column vector s outputs of the company o,
s- is vector m slips of inputs of the company o,
s+ is vector s slips of outputs of the company o,
λ ϵ Rn is a vector of weights, which connect inputs 
and outputs.

Let (s–*, s–*, λ*) be the optimal solution to the (3). 
Then the company o creates a frontier of financial 
distress in case the values of slips of inputs  
and outputs are zero, which means that  s–* = 0  
and s+* = 0.
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To assess the competence of this model, we 
classified the total number of n rated enterprises 
into six groups.

Group A	 companies in financial distress included 
in the financial distress zone

Group B	 companies in financial distress included 
in the grey zone

Group C	 companies in financial distress included 
in the financial health zone

Group D	 companies in financial health included 
in the financial distress zone

Group E	 companies in financial health included 
in the grey zone

Group F	 companies in financial health included 
in the financial health zone

The companies classified in groups A and F can then 
be considered as correctly classified. The companies 
classified in groups B and E can be considered  
as neutrally classified, and the companies 
classified in groups C and D can be considered  
as misclassified. Altman (1968) stated that group D 
is Type I Error, and group C is Type II Error.

Numbers of companies classified into group i we 
marked as ni, i = A, B, C, D, E, F.

Index of correct classification ICC ϵ [0,1] is

 	 (4)

index of neutral classification INC ϵ [0,1] is

 	 (5)

and index of incorrect classification IIC ϵ [0,1] is

 	 (6)

Whereas  it must be true that  
ICC + INC + IIC = 1. The best situation is when values 
of ICC are high, and values of IIC are low.

The content of the following part of the article is 
an illustration and evaluation of the application  
of the above proposed DEA procedure  
for the case of Slovak ICT companies in the period 
2013-2017. As it was mentioned in the introduction 
part ICT sector is considered to be specific, as it is 
currently the driving force behind the development 
and growth of the economy, and at the same time 
represents a tool for transforming the traditional 
functioning of the society. That is why it is necessary 
to study the financial health of these companies 
and this way also the probability of bankruptcy 
of these companies. In order to take into account, 
the potential differences that may exist between 

different sectors in the economy, only one sector  
of the economy was selected for analysis, the 
sector of Information services (SK NACE 63000). 
Due to the comparability of financial statements  
and subsequent quantification of financial indicators, 
only those companies that belonged to small, 
medium and large entities according to Slovak 
legislation were included in the analysis (micro-
enterprises were not included due to differences  
in the structure of financial statements). We have 
used the Finstat´s dataset of financial indicators 
to get the list of companies that we are going  
to explore, as well as to obtain the necessary data  
to calculate the mentioned model. 

Out of the total number of 69 indicators calculated 
separately for each company, we have selected  
27 of them. The indicators that were not mentioned 
by the majority of companies (less than 50%) were 
removed from the database.

We have filtered the sample feed to include 
companies:

	- not cancelled, 
	- earning more than 0€,
	- which have available data for the 2013-2017 

period.

A company in financial distress was considered  
to be a company that in next year met the criterion 
of defining a company in extension according  
to the valid legislation of the Slovak republic, 
i.e., the value of its payables exceeded the value 
of its assets, respectively the company reported  
a negative value of equity.

Results and discussion
All calculations, including quantification  
of the ADD DEA model, were performed  
in program R (specifically RStudio). We have used 
the following packages:

	- faraway,
	- readxl,
	- deaR.

First of all, we have had to eliminate  
multicollinearity between indicators in order  
to exclude those indicators that provide relatively 
the same type of information. For this purpose, 
those indicators were excluded from the analysis 
for which a relatively high degree of correlation 
with other indicators was recorded – VIF ≤ 10.

Then we have performed the Mann-Whitney 
test of two independent selections to select those 
indicators whose values for healthy companies 
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differ significantly from those for companies  
in bankruptcy according to equity – p-value less 
than .05. 

As mentioned in the previous section, the occurrence 
of outliers can cause significant problems  
in the construction of the financial distress line. 
For this reason, our next step was to remove 
them. We have removed outsiders separately  
for healthy companies and separately for companies 
in bankruptcy according to equity because if we 
removed outliers regardless of whether they belong 
to the group of healthy or bankrupt companies 
according to equity, the analysis would remove 
bankrupt companies because those would consider 
them as outliers.

At the end of the pre-preparation of data  
for the DEA and the determination of inputs  
and outputs, we calculated the averages for the 
indicators that we had left. The values of these 
averages, as well as the results of the Mann-
Whitney test, are shown in Table 2.

The result of the whole previous process is 
three inputs and four outputs, which we will use  
in the DEA analysis.

Before that, we have randomly selected 100 
financially health companies and ten companies 
in financial distress according to equity for each 
year. The reason is that in this article, we want  
to compare the success of the DEA for the evaluation 
of the financial health of companies for five years 
and compare it with each other in this period.

We apply Data Envelopment Analysis as a tool 
for evaluating the financial health of companies. 
The success of diagnosing the financial health  
of Slovak ICT companies using the proposed  
two-step procedure is demonstrated in Table 3.

The overall financial situation of the company 
was assessed on a scale of three zones (financial 
health zone, grey zone, financial distress zone)  

with different degrees of the threat of financial 
distress over a one-year time horizon. 

We have applied step 1 of the proposed model 
of Mendelová and Bieliková (2017), creating 
a production possibility curve that represents 
the financial distress zone and was made up  
of companies with the highest probability of future 
financial problems. Step 2 identifies the companies 
in the grey zone, which means that there is less 
probability of future financial problems. 

The production possibility curve which represents 
financial distress in 2013 (2014, 2015, 2016, 2017) 
was formed by 7.27% (4.55%, 6.36%, 9.09%, 
8.18%) of companies from the entire subset of 110 
Slovak IT companies, which was calculated as

	 (7)

Group D includes companies that are on the curve 
of financial distress but are, in fact, financially 
healthy. However, this fact does not represent  
a significant problem from the point of view  
of the application, as the result of the diagnostics 
caused by the increased interest in the financial 
situation of the company does not bring 
negative consequences for the interested parties  
of the company. The production possibility curve 
in the second step (grey zone) in 2013 (2014, 2015, 
2016, 2017) was formed by 19.09% (10.91%, 
9.09%, 6.36%, 9.09%) of companies, which was 
calculated as

	 (8)

Indicators Mann-Whitney test 
(p-value)

Average of financially 
health companies

Average of companies 
in financial distress Input / Output

Net debt 0.00000 -250723.11 -37258.57 output

Total insolvency 0.00002 0.92 1.29 output

Return on long-term capital (EBIT) 0.00000 0.40 0.13 input

Repayment period of liabilities 0.00679 152.05 173.49 output

Repayment period of liabilities  
in relation to sales 0.00137 73.19 81.62 output

Effective tax rate 0.00000 0.25 0.19 input

Coverage of personnel costs  
and depreciation 0.00000 1.29 1.04 input

Source: Own calculations
Table 2: Inputs and outputs.
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This second curve represents a zone with a lower 
degree of risk and represents the possibility  
of financial problems in the following year.  
The model correctly included up to 73.64% 
(84.55%, 84.55%, 84.55%, 82.73%) of financially 
healthy companies in the financial health zone, 
which was calculated as

	 (9)

According to this model, these companies are 
outside the threat of financial distress.

Source: Own calculations
Table 3: Results of diagnosing the financial health of Slovak ICT 

companies.

2013 2014 2015 2016 2017

A 3 1 2 4 3

2.73% 0.91% 1.82% 3.64% 2.73%

B 6 2 2 1 2

5.45% 1.82% 1.82% 0.91% 1.82%

C 1 7 6 5 5

0.91% 6.36% 5.54% 4.55% 4.55%

D 5 4 5 6 6

4.55% 3.64% 4.55% 5.45% 5.45%

E 15 10 8 6 8

13.64% 9.09% 7.27% 5.45% 7.27%

F 80 86 87 88 86

72.73% 78.18% 79.09% 80.00% 78.18%

∑ 110 110 110 110 110

ICC 75.45% 79.09% 80.09% 83.64% 80.91%

INC 19.09% 10.91% 9.09% 6.36% 9.09%

IIC 5.45% 10.00% 10.00% 10.00% 10.00%

To assess the overall classification ability  
of the model can be evaluated based on the mentioned 
indices, the index of correct classification, the index 
of neutral classification and the index of incorrect 
classification.

In 2013 (2014, 2015, 2016, 2017) the model 
correctly classified 83 (87, 89, 92, 89) companies 
from the total set of 110 companies, which  
in a percentage expression represents 75.45% 
(79.09%, 80.09%, 83.64%, 80.91 %). The index  
of correct classification achieves relatively 
satisfactory results in all years. Using the parameters 
shown in Table 2 to the model, DEA showed  
a relatively high percentage. Therefore, we propose 
the use of these indicators to analyse the financial 
health of IT companies in the long term using  
the DEA method.

The index of neutral classification indicates  
the ratio of companies that were included in the grey 
zone. Companies in the grey zone are characterized 
by a certain degree of risk of over-indebtedness,  
but lower compared to the financial distress zone. 
The value of the index of neutral classification 
ranges from 6.36% to 19.09% in the observed 
years. It can be stated that in the grey zone, 
financially healthy companies significantly prevail 
over companies in financial distress for all years. 

The incorrect classification index reached 5.45% 
in 2013 and in the other years (2014, 2015, 2016, 
2017) it reached the level of 10%, which means 
that the model in 2013 (2014, 2015, 2016, 2017) 
incorrectly classified six companies in 2013  
and 11 companies in other years.

Delina and Packová (2013) in their study dealt 
with the validation of selected models (Altman's 
Z-score, Beerman's discriminant function - Bonity 
Index and IN05 Index) on real data of companies 
established in Slovakia in the period 1993-2007, 
while they developed new modified model while 
using regression analysis to get higher predictive 
performance on analysed sample than chosen 
models. Compared to the traditional models used 
in this study, the error rate of the DEA model 
we used is not so high (The Altmans Z-score 
was 87.62%, the Bonity Index was 78.02%  
and the IN05 was 85.41%), and therefore we 
can consider the DEA model to be suitable  
for application in the conditions of ICT companies 
in Slovakia.

At first sight, the results of this model are 
satisfactory, but if we look at the number  
of companies included in group A (enterprises  
in financial distress classified as financial 
distress) so we see that out of the total number  
of 10 companies classified in the financial distress 
zone according to equity, in 2013 (2014, 2015, 
2016, 2017) only 3 (1, 2, 4, 3) companies were 
included in this category, which in neither of these 
years nor 50% of the total number of companies 
in financial distress. Such a relatively high error 
rate of the model is considered a high risk in 
terms of possible consequences and potential costs  
of neglecting financial distress signals.

As mentioned in the literature review chapter, 
it is crucial for a company which wants to apply 
for a loan to assess its financial situation and be 
financially healthy (low credit risk). If it is located 
in the grey zone (greater credit risk), it should take 
steps not to be at risk of failure and to be included 
in the financial health zone in the next period.  
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The worst option is if the company is included  
in the financial default zone because at that time it 
poses a significant credit risk for the bank, which is 
why the bank does not approve the loan.

Conclusion
Data Envelopment Analysis is increasingly being 
used in various areas of finance, health sector, 
agricultural sector and others. This article dealt 
with its use in the evaluation of the financial health 
of a selected sample of companies in the period 
2013 to 2017, and consequently, the credit risk 
they may pose to financial entities. Mainly, we 
have applied the ADD DEA model and evaluated  
the classification indexes of this model. As the main 
contribution of the work, we consider the proposal 
of specific financial indicators for the analysis  
of the financial health of companies in the ICT 
sector in a multi-year period using the DEA 
model. We justify the choice of these indicators  
by the relatively high success of the DEA model, 
in which these indicators were used as inputs  
and outputs. The paper can also serve  
as a methodological approach to evaluating  
the financial health of companies through the 
DEA model, regardless of the industry. The paper 
can also serve as additional teaching material  
on the issue of using DEA to evaluate the financial 
health of the company.

The results show that DEA achieves a satisfactory 
value of a correct classification into the relevant 
zone (financial health zone, grey zone, financial 
distress zone). On the other hand, the relatively high 
error rate of the DEA model in the identification 
of companies in financial distress encourages  
the discussion of the adequacy and appropriateness 
of using DEA in diagnosing the financial health  
of companies in real conditions. We believe that 
one of the possible factors that could negatively 
affect the classification accuracy of the used 
DEA model is the structure of the data set.  
In the years, which we have analysed, the 
ratio between financially healthy companies  
and companies in financial distress was 10: 1. This 
low 9% ratio of financially distressed companies  

in the dataset may have led the DEA to identify  
with its error rate a small percentage of the total 
number of financially distressed companies 
included in the analysis. In our opinion, this 
was the fact that greatly influenced the results  
and seemingly degraded the ability of the DEA 
model used. We assume that a higher ratio  
of companies in financial distress in the data set 
will, on the contrary, favour the classification 
capacity of the DEA, so that the DEA will be able  
to correctly classify a higher percentage  
of companies in the financial distress zone.

The method applied by us is suitable for application 
in other sectors of the national economy.  
An example is the agro-sector, where this 
method can also be used by agro-policy makers  
in evaluating the financial health of companies, 
which is part of the decision to provide funds.  
It is on the basis of the use of this method that it is 
possible to achieve that the provided state or EU 
funds are spent efficiently.

It mentioned perspective regarding the increase 
of the classification ability of the proposed DEA 
model as well as the comparison of this alternative 
method with the traditional models used to 
evaluate the financial health of the company, such 
as Altman's Z-score, Zmijewski's X-score, IN 05  
or Quick test for different industries, are the basis 
for our further research in the future. We also 
want to research whether there is a link between 
the performance at the operational (cost-oriented) 
and financial (profit-oriented) spaces of the Slovak 
company as described by Tsolas (2015) on Greek 
companies. The aim will be to determine whether 
the company's profit is the driving force of its 
success in the industry and to analyse the operating 
performance efficiency of Slovak companies  
in the sample but also to assess their performance  
in earnings and cash flow generation.
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